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Abstract

" Utilizing error estimates of wind and temperaturé thatAare available
from the National Meteorological Center optimum interpolétion analysis
techniqué, a Monte Carlo analysis is performed on the data of December 20,
1981 to provide error estimates of various energy budget célculations based

~on variance and co?variance éléments. It is determined that the precision

of estimatés of integrated hemispheric energy parameters are on the order

of 1%. TFor specific pafameters, hoWever, such as momentum transpoft,'temper—
ature variance etc., the calculated precision estimates can be duite variable
in pressure and latitude. 1In regions where the parameter estimates are large
and well defined, the standard deviations are bettef than iO%. OQutside of
these regions, however, where the values are small, the precisionvestimates

‘become considerably worse and can be as iarge as 50-100%.




l. Introduction

. v A common question concerning atmospheric synoptic analyses asks the
degree of accuracy and precision of the various quantities. While it is
difficult enough to answer this question in terms of the analyzed parameters
sdchtas wind, temperature etc., it is not at all clear how to aﬁswer it for
cross—product terms such as‘eddy momentum or heat flux. Reéently, this ques-
tion has attained added significance in that these analyses are the source of
many studies on climate change and the possibility of anthropogenic influence
on the atmosphere. As such, it is importént that any’changeé and impacts on
the analyses by eithef a change in data base and/or analysis technique be
documentgd énd numerically assessed.

For an analysis technique as complicated as the NMC optimum interpolation
analysis.(McPherson et al, 1979) oﬁe approach might be to apply a Monte—Carlo
technique to the data. That‘is, using the estimated errors of the observations,

. allow the data to vary in a random Gaussian sense, aﬁply the analysis systém

and examine the different resultént-analyses. Unfortunately, such a procedure '~

is very costly in terms of computer time. Therefore, we have adopted a vari- = '

ation on this method.

Onejof_the strong points bf the optimum interpolation analysis sysfem is
its ability:to;utiliée error éstimates of the various data sources to produce
error es;iméﬁes (in. a rootrmean square sense) at each grid-point of the analysis.
The details of this system will Be discussed below. Simbly stated, the esti-
mated error variance assigned to an analyzed grid point value of wind, temper-
ature or'height'depends on the type and quality of fhe data used in the aﬁalysi§;~.
of that grid—poin&. For example, radiosonde winds have~%maller assigned errors
than aircraffkwinds and cloud-tracked winds.  From this gridded error érray,

then, it is a relatively simple matter to estimate the precision of the indivi-

' dual analysis.




Our approach is to assume that an individual gridded analysis for a
particular day and time is only one of many possible representations of the
actual atmosphere at that day and time. We also assume that all the possible’
representations at a grid point are distributed normally, with mean equal to
the énalysis value and standard deviation equal to the assigned estimated
analysis.error. Utilizing a Gaussian random error geﬁeratof with the above
properties (with’certaiﬁ modifications described below to allow for synoptic
space scale correlation), alternate gridded fields ecan be coqstructed within
the error bounds of the intitial observations. From each field; the zonal
average and créss—prﬁduct terms can be calculated (e.g. WMiller and Hayden,
1978; Hauser and Miller, 1978) and the differences among the results compared;

In practice we selected'Deceﬁber 20, 1981, 00 GMT as fepreséntative of
both the general circulatioﬁ and the data coverage during thé Northern Hemi-
‘sphere winter, Using‘this as our base field, the above épproach Qaé done five
separate times resulting in five iﬁdependent "possible'repreéentétionsf of

the original map.

One difféfence from this approéch cbmpared to the ofiginal *ide#lf.épptbééﬁf

describeq earlier is that’we‘would‘eipect our resuits'fo havé'greater avérage

" variance. That’is;.wé have adaed-variance fo the calculations Withbut éllowiﬁg
the analysié éystemréhe opportﬁnity to smooth it. The degree to whichifhe
analyseseafé“smootﬁed is,‘however, df interest by itself and a discussion of
this aspect is incorporated within the text.

2. Methodology

a) - Analysis Frrors o R

One of the by-products of an optimum interpolation (0I) analysis is
an’ estimate of the error associated with the analysis. It is available as a

result of the minimization process of OI (Bergman, 1979). Estimated analysis




errors computed by OI depend on the quality, quantity and distribution of the
data. The use, at NMC in the OI analysis procedure of an analytic function ‘

- to ‘approximate forecast error covariances ipstead of actual forecast error
covariances means that the estimated anaiysis errors depend also on the co-
variance model assumed. See Bergman (1979) for more details on forecast error
modelling.at NMC.

At each grid-point, the analysis'is provided with knowledge of the
number of observations available for the analysis at that gridfpoint, the
location of those observations in relation to the grid-point and the error
of each observation; The analysis procedure uses this information to com-~
pute the reiative influence or Weight that each observation will have in
determining the analyzed valﬁe of that‘grid—point. These weights are then

-used to compute the estimated analysis errors. Thus, the smallest values
of analysis errors will be located in regions where a dense network of high
quality radidsonde dataris available such as North Ameriéa and Europe; Maxi- -
mum values of.estimated analysis errors would be expected where the data

are sparse such as the interior regions of Africa and South America. Areas -

in which satellite observations pred&ﬁinafe sucﬁ as tﬁé oceaﬁs; &ill haﬁe
“analyéis error_value; in betwgen,-since satellites’provide gébd data>coverage
but the obsérvationé.are considered to be of lower quality than radiosondes.
Theiamégnt and distribution of aata.around'a particular grid-point is
welléknown and can be described to an analysis'proceduré exactly. The rela--
tive guality of observétions is also well known; for example, that'fadiosonde'
témpefatdrés aré‘mére accuraﬁe than sateilite temperatuféé and raaiéédnde wind
measurements are more'acéurafe than cloud'tracked Winds. - Therefore, the rela-
tive valdes of the esﬁimatéd analysis errbrs and thg locationé of the maximum

and minimum values can be considered to be a good representation of the average

performance of the analysis.




In order to see the danger associated with attaching special signifi-

cance to the absolute values of any particular analyses's errors, we must
look at tﬁe method by which the analysis is made aware of the quality of eachzv
obgervation. The ‘quality of éach type of observation is represented by a
root-mean-square observational error. Although these values are based on the
best measurements available, they still may have uncertéinties associated with
them. At NMC they are set constant in time and horizontal space aﬁd'allowed to
vary only in the vertical. Thus, limited knowledge about observational errors
does not allow them to portray to the analysis, changes iﬁ theAaccuracy of an
instrument's measurement due to age, different manufacturers of thé instrument,
the synoptic regime in Which the measurement is taken (except in the case of
Satellité temperature measurements where distinction is made between clear,
partly cioudy and cloudy retrievals) or different procedures used to collect
and‘compute the measured valuesf

It is evident from this discussion that while the rélative values of thél
estimated analysis error from an OI analysis give a good general idea of the
performance of the analysis, the absolute values aséigned by the;gnalysis
are only as good’as user;éﬁppiied eétimafes of obser&étionéi"éfrdf;“ ﬁ;wéééf,
since obéervational errors are generally originally computed as root-mean—square
error values from mény cases fhey may be said to.represént,the average error
of the pgrticuiar instrument and thus, it is reasonable to.View the absolute
values of the analysis error as representing an average value of the efror of
the analysis. We are using estimated analysis errors from_one day to determine
error esfimates of energy caleculations. The preceeding -details of how these.,
estimates are derived implies that the estimatedaerrors;from this one case
are reprgsenfative of an average case asAwell.

For the dayvexamihed within this study, December 20, 1981, the estimatedv

analysis errors of temperature and wind speed are depicted in Figure 1 for the




500 mb level, both Northern and Southern Hemispheres. As described above, .
the values are very much influenced by the data availébility. In particular,
gaps in coverage exist in low latitudes in the Eastern Atlantic and Northern
Afriga as well as over the Northeast Pacific Ocean. Such coverage is very
typical of this pefiod. We note that satellite data are ndt utilized over land
areas at éll, even if there is little or no radiosonde coverage, resulting in
relatively large errors over North Africa, South America and Antarctica. At
higher altitudes some of the géps are filled in with cloud-tracked winds or
aircraft reports. |

At 500 mb, the temperature analysis error estimates are generally about
1-2°C increasing to about 4 degrees in the gap areas and about 5-8°C over the
Antarctic Continent. We should note that the estimated analysis error is
not permitted to exceed a set climétologicaliy—derived-value.r

For the wind speed, the estimated analysis errors are on the order of 3.ms'1h
increasing ﬁo about. 10 ms~! in the data—sparée regions and about 13 ms~! over

Antarctica.

Within Tablé 1 we presenﬁ theYQEBQe degéfibedbeétimafed'éfréf‘§a¥i;néés
by wave number group as a percenpageiof the variance %ithin thé‘acﬁuél analysis.s’
For planetary to mid-scale wavés in the Northern Hemisphere,'the erfop ﬁériaﬁce'
is less thaﬁ 3%. A much more substantial percentage error is pfesent at the
smaller Wavélengths; In the case of'the Southern Hemisphere, which is in the

summer season, we see that the percentage error variances are generally much

greatér. The maximum value of about 28% appears in the smaller wévelengths

1

R

for temperature.

b) Monte Carlo Procedure

~ As is evident from Figure 1, the estimated analysis errors have a large scale

pattern associated with the availability of data and the type of data. Hence,




within a Monte Carlo type of simulation this must be considered since it means
that each 2.5° x 2.5° latitude/longitude grid point is not statistically indepen-—
dent of its neighbor. If we consider that the above is true in both horizontal
dimensions as well as in the vertical, our modifications to the Monte Carlo
technique will reflect a compromise on achieving an element of reality versus
limiting the computer time. This modification to the procedure outlined in

the introduction involves analyzing the error fields in longitudinal wave

number space up to wave number 24 and, retaining the phase, using the harmonic
amplitndes as the value equal to one standard deviation in.a Gaussian random
error generator.. This is done at each wave number up to 24 and at each pres-
sure level independently. Then the error field is transformed from wave number
space into a 2.5° gridded field to be addedvto the original analysis. 1In this
Way,'an alternate representation of the analysis is created which attempts to
account for the fact that the -analysis errors. are spatially correlated with

one another. Using the OI analysis of Decenber 20, 1981 as the base field,

5 independent alternate representatlons of that analys1s were created. 3Pre«
sented below are,the results for these 5 runs as they”compare against the ;f‘ ”*?}iﬂ
originaljanalysis as well as against each other. )

We recognize at the outset; however, that utilizing this‘wave—number
technlque is. not without difficulties in the sense that for any particular run
the sum of error variances over the ‘wave numbers need not equal the original
variance. However, in our view, a major element of this study is the evalu-
ation.oflthe crossfnroduct terms which requires*avreasonable consideration of
;the lonéitudinal correlation in the error structure.

Before we examine the results, it isvnecessary to examine the statistical

impact of the Monte Carlo procedure on our interpretation. The true value of




an atmoépheric variable suéh as temperature (th) may be represented at‘a point
point as: |

™t =T+ &
where T is the analysis value and

.QL is the error in the analysis value

Within the optimum interpolation analysis method £ is estimated from the
type and amount of available data. When this error is added to the analysis
{(via the Monte Carlo Technique), the mean and variénce around a iatitude circlg
become:

[Tt] = [T] + [€]

var (Tt) = var (1) + Var (€) + 2 Cov (T,8)

We see, then, that the effect of the zonal average analysis error [g¢] on
[Tt] can be plus or minus, independent of the T values. For the variances, how-
ever, the effect ié to add noise to‘the system, the actual amount dependent on
the correlation of the error estimates and fhe analyzed -field. In this stud§;

"within each run when the wave number pattern is changed, both the variance and

covariance terms are altered as well. When the 5 run average 1s ‘examined, this -

e

average Variancé,will, iﬁdgeﬁéréi;kﬁe éreaférvthéﬁ‘tge‘véfiaﬁcéibf fﬁésagiéinal
. field, (i;e. the covariance tefm’will not cancel the Var (g€) term) thﬁs provi;
ding informhtibn on'the smoothing included within the analysis system. By
examining the Qariations among the 5 runs, we gain insight into the "noise”
leﬁel'of the variance and covariahcercalculations.
.One element_that'must be considered within this siﬁulatiop, however, is

thg inhe%ent correlation of the observation errors Qérsus the'random’variatipn A
assigned. ~We have seen, for exaﬁple, from Figure 1 that:the error patterné
contain latifudinai as well as longitudinél correlation and we would expect

(Bergman, 1979) that a vertical correlation of errors would exist as well. As




described above, we have included only the longitudinal correlation, mainly
because it was not clear how to include the other elements in a realistic ﬁan—
ner. On one hand, the result is that by aliowing the Monte Carlo‘variations
to be independent of latitude and bressure we increase the randomness of the
calculations such that when the hemispheric integral values are calculated,
the tendency, in genefal, is to average éut the variations.. For the zomnal
available potential eneréy the above latitudinal variation would increase the
value while it would be smoothed by the vertical integration.

On the other‘hand, for the case of the variations among the 5 runs, the
lack of latitudinal and pressure correlation, in effect, provides‘an iﬁcrease
in the relative number of independent data points. Examination of the results
. revealed great consistency in latitude and pressure which added confidence to
the results. This was the factor that lead to our decision to restrict our
study to 5 runs.

3. Results

In Figure 2, we show latitude-pressure cross sections of the analyzed

~zonal averages of the parameters U, V and T along with the zqnal‘averégé errors’

for the same components. -We see that the average errors tend to have their

. largest Qalues in the tropical fegions and over Antarctica, again‘where the

data are sparsést. For the éonal wind fields, the errors tend to be greatest

where th? éﬁélyzed,values’are lowest, thus leading to substantial uncertainty

’in the poleward gradients. The large.errors in the temperature fieldrover
Antarctica, abou§'7°C, reflect the.lack of data in this region.

| 'Within‘Figure 3, we present information on the‘variahce-compqnents. Fig—a:;f.
ure 3a is composed of'cross.sections of the eddy-kinetic;eﬁeréy ([U"?2 + v*2])

and the ;empéfature variance, Figure 3b.contains cross—sections of the U, V

and T error variances. As might be anticipated from above, the error variances




are greater in the tropics and Antarctica where the analyzed vafiances tend to

be small, thus leading to 1érger percentage errors. On the other hand, in
mid-latitudes of both hemispheres the error variances are considerably smallef
than analysis values giving substantial confidence in these areas.

o For the overall discussion of results, we will proceed from the general

to the sﬁecific. In Table 2 we present the hemispheric avérage values,
equator-pole and 1000-100 mb, for the zonal and eddy availabie potential energy
(Lorenz, 1967; Miller et él, 1975) AZ, AE; zomnal and‘eddy kinetic energy, KZ,
'KE; and the energy transfer terms AZ to AE and KE to KZ; CA and CZ, respectively.

Looking first at the results for the Northern Hemisphere, we see that, on

average, the AZ and KZ values agree with the original analysis to better than

17 and even the variation within runs satisfies this standard. As we will see
below, this is a result of the gross averaging over the entire hemispheric‘domaiﬁ'?
and can be quite different over limited areas. The terms involviﬁg direct vgri—
ance,\AE and KE; show an average 2-4% increase over the analysis with, again,

a relatively small variation among the runs. Finally, the terms involving cross—

covariance élements;?CA and CK, are +0.5% and —1;99%,respeétivély,_butfﬁith f»

somewhat:more variation among fhe rﬁné.
For the Southefn Hemispbere; a similar overall pattern of results emerges,b
but with mdre,variaﬁce indiéated due to the large error values over Anfarctica.w.
We see,;théé, that -the integration 6ver such large domains tends to averagé
out the error variations with the result that the overall errors, both on
average and between runs, are within about 5%. The one exception is the
Southerﬁ Hemisphere average AEkat'9.8%. ; o ' .~,, R o
In Fiéures 4-7 we present pressure lafitﬁde'cross sections,df the eddy-

kinetic -energy, KE; temperature variance [T*z]; eddy momentum transport,

[U*V*]; and eddy heat transport, [V*#T*], respectively. For each parameter the
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original analysis values are on top, the average of the 5 runs in the ﬁiddle and
the standard deviation among runs on the bottoﬁ.. We note that these parameters
were selected for.presentation_as eech involves some element of the longitudiﬁel
variance which we have seen from Table 2 isvparticularly sensitive to the error
comﬁonents.

If we examine these four diagrams collectively for the analysis versus
average run value, it is very striking that the overall patterns are very well
maintained in both hemispheres. The increase in variance of the average run
value is distributed over the entire domain with little overemphasis in any
one regioﬁ save for the expanded temperatere variance between 20°S and 30°sS.

Looking at the standard deviation among runs, however, we see some very
interesting patterns for each parameter. For the eddy kinetic energy, Figure
4, the maximum standard deviation occurs at low latitudes, extending up to mid-
latitudes above about 300 mb with another maximum over Antarctica. As a per-
centage of the actual analyzed valees, then,: the standard,deviation ranges ffem
about 1 to 2% in mid—latitudes to about 10% in the tropics and polar areas. “On

average, the standard deviation is about 6%. The standard deviation of the

ﬁeﬁperature vefiance (FigereMS); on>the eeher haﬁ&,usﬁoﬁe maxi@;‘Betéééﬁﬂzd:3bb,
. north and south as well as the enticipated one over Antarctica. As a percentage

of the analyzed values, ﬁhe etandard deviation for this parameter ranges from

about SZ;iﬁfmid—tofhigh latitudes of the Northern Hemisphere to about 507 in

the low-latitude regions. On average the etandard deviation is about 17%.

For the momentum and'heatitransport terms, Figures 6 end 7, the situation
is.confuged by tﬁe fact that these terms change sign, which leads to very laFge v_ﬂH“
percentage‘stendafd deviations in tﬁe areas of near zero:transports. Bearing
this in mind; we see. in Figure 6 that the‘standard deviations of the momentum

transports are about 5-10% in mid-~latitudes where the transports are greatest.
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Outside of this region the estimate can ihcrease>to over 100%Z. 1In the case of
the sensible heat transport, the standard deviations are about 4% in mid-latitudes
of the Northern Hemisphere. Because the analysis values outside this region
"tend to be small, the standard deviation, as a percentage of the analyzed values,
are-highly variable, but can be of the order 50-100%.

The point to be gained from the above is that ih regiens where the parameter
estimates are 1arge and well defined, the standard deviation seems to be less
than 10%. = Outside of these regions,»however, where the values are small, the
precision estimates become considerably worse and can be‘as latge as 50-100%.

4. TFinal Remarks

Insefar as the error estimates provided by the optimum interpolation analy—
sis method are representative of the actual errors, we have shown that the estl—
mates of integrated hemispheric energy parameters are, generally, on the order
of 1 percent with the analysis "smoothing"“the "noise” by>about 4% as calculated<
from the AE and KE terms. For specific parameters, however, the calculated
precision estimates can be both pressure and latltude dependent ranglng from a’

- few percent to over 100/ dependlng on the value of the parameter itself

From a practical point of view, this ptov1des a basis for comparing ahalyses"
-~ or, as argued in the 1ntroduct1en the impact of a change in analy31s procedure.,
For two parallel analyses on the same data base, the 95% confidence limit on the
differenge'hetween.parameters can be.derived given the formula:

X= Zq%%‘ where{rls the paired heise estimate and ‘n the number of ﬁaired
analyses. In practice, if two analyses include the same data, the resultant
errors.wkll”be cofrelated so that we do net have traly independentxcombarisons.-@”h‘”
For an initial estimate, however, it seems reasonable to ascribe the same error

estimate. to each of the paired analyses, in that it w1ll be a conmservative estl—
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mator, and ask how many parallel runs it would require to obtain a prescribed
level of precision,AX. |

For example, if we wish to compare temperature_variance=in mid-to-high
latitudes, a reasonable estimate of the paired noise, from above, would be
[(52)2 + (5%)2]1/2 = 7.,07%. and to obtain a 5% precision on the difference would
require ((2)(7.07)/5)2 independent matchups. ‘Thus, for this particular para-
meter, 8 pafallel runs would have to be compared. One must be careful, however,v
in that the result depends on theCTvalue, which we have seen is dependent on

both pressure and latitude.
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Table 1. Error Variance by Wave Number Group at 500 mb as Percentage of
Analysis Variance - Dec. 20, 1981 ‘

N.H.

Wave No. CvarT  Yaru  Vary
1-4 2-87 2.1% 2.8%
5-10 2.4 | 1.4% 0.7%
11-15 12.62 . 8.0% 3.8%

S.H.
Wave No. Var T  Var U Var v
1-4 8.0% o 3a1 15.1%
5-10 ©11.24% S 2.4% ‘ 1.0%

11-15 27.8%. - . 12.6% . 5.3%

Vs




TABLE 2 nispheric integral values of zonal available potengaal energy (A-Z), eddy available potential energy (AE),
nal kinetic energy (KZ), eddy kinetic energy (KA) ergy transfer AZ to AE (CA) and energy transfer
to Kz (CK) for DPec.. 20, 1981 analysis and 5 Monte Carlo runs. .

’ December 20, 1981 N.H.

AZ : _ AE KZ KE CA CK

x 104 | - X 10> X 10° X 10°
RON 1 8T .55 | BI1.72 1793654 391,71 393 573
RON 2 487.59 | §27.98 937,57 989,85 3,95 652
RUN 3 %8746 | 814.63 | 936,34 986.76 | 3.93 2649
RUN & 787,76 810.55 ‘ 537,43 986.10 502 6590
RUN 5 487.55 §10.20 938.05 987.30 3,89 670
AR 1 %87.56 [ +.002% | 815.02 | +3.86% 937.25 | =.03% | 988.36 |+2.29%| 3.94 | +.5% 6606 | =1.997%
SD 0.118 | .02 7451 0.97 ] 0.665 | .07% 5,35 | 2247 0.0477] 1.2% L0106 | 1.6
Analysis | 487.55 ~1784.73 1 937.54 964 .24 3.92 674

R

_-"__'—‘~—‘v s . Delle

AZ . AE . . KZ KE ) CA CK
RUN 1 1331.79 | 365.68 | 561,50 | 524.93 630 918
RON 2 330,83 357.93 | 560.66 || 628.28 EY) 942
RUN 3 330.62 367 .89 —17560.26 | %23.74 663 507
RUN & 331.16 | _ 375.85 561,08 | | 626.19 588 7990
RUN 5 331.23 367.66 560.83 627,41 665 933
AV 331-13 +.O].Z 366 026 +9 078% 560088 —000_7% 626011 +4.21% 0636 +2075% 0924 -.32%
) 0.446 | 137 5.70 | 1.6Z | 0.497 | .09% T.85 | .297[0.031 | .97 10.0137 | T.57

" [Analysis | 331.09 333.63 | 560,92 600.84 519 537

i
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ESTIMATED WINDSPEED ANALYSIS

ERROR  (M/S)

S500MB 00Z 20 DECEMBER 8]  ————

VR A [ I\ ] -, . .
LD /\ . 5/ /[ | / ‘ :
SR , ‘ - f /
- , o + | o
S o1 L
/ ) = . A o
\
2

: SR ' o R
~° Figure 1b) Estimated Northern Hemisphere wind speed analysis errors (ms-1) at . k
B 500 mb for December 20, 1981. BT
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ESTIMATED WINDSPEED ANALYSIS
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Figure 2a) Latitude-pressure cross sections of analysis of zonal av'eréges of -
zonal wind, (ms~1) meridional wind (ms'Al) and temperature (°K). - .. ..
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Figure 3a) Latitude-pressure cross sections of analysis eddy kinetic energy
(J kg~1) and temperature variance (%K2).
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Figure 3b) Same as Figure 3a for error variances of zonal wind (m?-s2 )y
mer'ldlonal wind (m252) and temperature (%K2 )
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Figure 4) Latitude-presure cross sections of eddy kinetic energy (KE).
analyzed value is presented on top, the average of the 5. Monte-
~Carlo runs in the middle and the standard deviation among runs on = |
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Same as Figure 4 for temperature variance.
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